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Abstract 

This article presents an integrated storage management strategy with photovoltaic 

systems connected to the grid, to provide voltage regulation and losses reduction in the 

low voltage feeder, minimising the power supplied by the network upstream of the main 

transformer. A new control algorithm for battery energy storage systems (BESS) is 

presented embedding as a battery management algorithm for charging and discharging 

process. The charging of the storage system is defined by the optimization of the αk 

coefficient to establish the value of charging threshold power, in a distributed manner, 

to maximise the use of photovoltaic systems. The discharging process occurs by a given 

σ coefficient. A standard network model from CIGRE was used for the validation of the 

management strategy. It was modified with real profiles of load and irradiance with a 

minute resolution to adapt it to the using of the quasi-static load flow in 

MATLAB/Simulink. As a result, by integrating 67% of PV along with 442 kWh of 

BESS with its management algorithm, power import from the grid decreases up to 

49.3%. 

 

Keywords— Battery management systems, energy storage, photovoltaic systems, 

power generation dispatch 

 

1. Introduction 

The recent advances obtained in the field of small-scale generation and electrical 

storage, involve changes in the way in which the generation and distribution of energy 

have been conceived in recent decades. Consequently, the expansion of distributed 

generation employing photovoltaic systems with storage leads to essential challenges in 

the planning, investment, operation and regulation of traditional electricity distribution 

systems [1, 2]. However, for interconnected systems, this type of generation implies a 

change in vision. The end user will be able to manage the energy produced, delivering it 

to the low voltage system, during periods of maximum demand or valley, using the 

strategies of demand shift and demand reduction [3]. This vision would allow, among 

other things, to decrease transmission and distribution losses, increase system slack and 

reduce dependence on the centralised system. Consequently, it is convenient to identify 

the technical interconnection conditions for these new generation and storage systems, 

in such a way that the levels of reliability established within the electrical system are 

maintained.  

One of the undeniable characteristics of the electrical energy generated by the 

photovoltaic systems is that it is not dispatchable due to the intermittency and 

unpredictability of the primary source of energy. This makes difficult to predict the 

power that will be generated by the system in a specific moment of time, as verified [4, 

5, 6]. This uncertainty associated with the dispatch by the photovoltaic system does not 

generate significant inconveniences when it is only a user that is generating electrical 



  

energy from this source. However, when it is no longer a single user, but multiple users 

within the electrical system injecting power from non-manageable sources located at 

scattered points in the network, this uncertainty is significantly affected. The most 

discussed topics are related to the generated power fluctuations, voltage instability and 

frequency deviations, imbalances, among others [7, 8, 9, 10, 29]. However, this impact 

on the network can be mitigated by the integration of energy storage systems in optimal 

points of the electric network. However, it is necessary to evaluate the amount of energy 

that should be stored and integrated into the network [11, 12], to mitigate these 

disturbances by performing the optimal dimensioning of the associated storage. For 

instance, Ref. [29] presents real applications of BESS, since 2011 to 2016, to balancing 

load peaks and valleys, frequency regulation, ramping, energy time shift, and voltage 

support among other by incorporating renewable generation. 

Considering the high temporal intermittency associated with generation and limits on 

storage size the storage capacity is usually calculated only for short-term supply as work 

in [8, 13]. Besides, the optimal size and location of energy storage can be considered as 

support to the operational planning of the system with the massive insertion of 

photovoltaic systems, to maintain the power quality and reliability of the electrical 

system [14, 15]. Therefore, battery energy storage can be considered as a feasible 

solution to effectively get a reliable and safe power system based on PV generation. 

Then an analysis of the references found that address the problem of battery 

charging/discharging strategies that are integrated with PV is presented.  

Thus, in Ref. [7] a control method in a DC topology for state-of-charge and battery 

charge/discharge is proposed to ensure efficient performance and safe operation of the 

storage system in combination with PV generation. The effects of the Active Demand-

Side Management (ADSM) and storage systems for a single user in the amount of 

consumed local electrical energy is studied in Ref. [10] through a real installation of PV 

generation, lead-acid batteries, controllable appliances and smart metering. Moreover, 

in Ref. [14] a decentralised storage management strategy based on voltage sensitivity 

analysis, identifies a common power threshold that triggers the ESSs activation in the 

feeder to effectuate voltage support in low-voltage residential feeders with high PV 

capacity installed. In Ref. [17] a power management strategy is proposed for solving the 

cooperative operation of the energy storage systems and PV units in a multi-master 

micro-grid structure when local loads power demand changed. Additionally, an energy 

management strategy based on stochastic dynamic programming for a smart home with 

a plug-in electric vehicle as energy storage system and PV array is developed in Ref. 

[27]. Also, an optimisation framework based on convex programming for efficient 

energy management and components sizing of a smart home with battery energy 

storage, plug-in electric vehicles and PV arrays is presented in [28]. Furthermore, an 

active-power management scheme for the control of centralised battery energy-storage 

systems for large PV capacity firming and energy time shift is developed in Ref. [31]. 

On the other hand, Ref. [32] proposes an energy management system as a low-pass 

filtering algorithm with variable time constant which focuses on the power-sharing 

between the battery and supercapacitor due to PV power fluctuations with two 

optimisation objectives: energy loss and state-of-charge. Finally, in Ref. [33] is 

presented an energy management and control system for laboratory scale isolated 



  

microgrid based on hybrid energy resources such as wind, solar, and battery storage 

mainly to keep a constant DC-link voltage under various loads and supply conditions. 

In most of the related literature, few articles deal with multiple BESS+PV in a 

decentralised manner. However, these works do not consider the simultaneous 

activations of the BESS to provide power losses reduction and voltage support. In this 

sense, this article presents a new control algorithm for battery energy storage systems 

(BESS), embedding as a battery management algorithm for charging and discharging 

process based on the PV power generation and load behaviour. This approach 

demonstrates through a typical network that the impact associated with the growth of 

photovoltaic generation is clearly mitigated with an intelligent control strategy for the 

storage. For this study, multiple simulation cases have been carried out on a CIGRE 

standard low voltage distribution network [9], where photovoltaic generation systems 

with battery storage (PV+BESS) have been incorporated in different nodes. The 

objective is to assess the impact that its operation will cause in the planning of low 

voltage networks, before a future massification of this type of systems. 

In Section 2 the topology of the PV+BESS system and its grid-connected operating 

modes are described. In Section 3 an overview of the test grids, the definition of the 

mathematical models of the demand, the photovoltaic generator and the storage system, 

together with the intelligent management strategy are shown. In Section 4 the results 

obtained from five case studies evaluated on the selected distribution network are 

presented. In Section 5 the conclusions, summary of contributions and hints on future 

works are presented. 

2. The configuration of the PV+BESS 

Fig. 1 presents a topology based on the coupling at the AC side, in which the 

photovoltaic generation and storage system work independently. As a result, this 

configuration presents the complexity of synchronism in its operation and, besides, the 

photovoltaic system does not allow charging the storage system directly, which reduces 

the energy efficiency of the whole. However, this does not limit the advantage of 

adjusting the operating parameters of the storage set depending on the photovoltaic 

generation system, as demonstrated in [16,17]. In this way, the energy balance of the 

electrical system is managed by the aggregation of PV+BESS, according to the 

instantaneous energy demand. 

 
Fig. 1. Configuration of the PV+BESS 

From the customer's point of view, the best benefit is to minimise the cost of the energy 

consumed from the network. Based on this consideration, and the model presented in 



  

Fig. 1, if the user's daily load profile is known, it is possible to determine an optimal 

daily operation pattern from the network's point of view, as well as for the user. 

Consequently, the daily operation of the PV+BESS could be divided into four modes of 

operation, depending in the period of the day, as shown in Table 1. 

 

Table 1 

Proposed operation modes for PV+BESS 

Mode Period Operating condition 

1 Valley From midnight to dawn, the photovoltaic system is inactive, and the storage 

system does not have enough energy to meet the demand. Therefore, the necessary 
energy will be imported from the grid. 

2 Low 

irradiance 

During the first hours of the morning, the photovoltaic energy is present, but not 

enough to charge the batteries and contribute to the demand; the network supplies 

the necessary energy. 

3 High 

irradiance 

From the end of the morning until mid-afternoon, the energy of the PV system is 

sometimes higher than that demanded by the load, so a limit is established on the 
power output of the PV generator, for which the storage system must enter to 

charge. 

4 Discharging From the end of the afternoon until midnight, the energy of the network is reduced 

to a minimum, since the demand is met by the photovoltaic generator and the 

initial discharge of the storage system. As the photovoltaic energy gradually 

decreases to zero, a percentage of the demand is finally supplied by the batteries 

and the remainder by the network. 

 

Therefore, to avoid the PV energy spills during high irradiance periods, it has been 

established that the storage system can only be charged with the energy from the 

photovoltaic system, so that it can be used at night, minimising the contribution by of 

the network (Mode 3). Therefore, the instantaneous energy balance of the system is 

shown in (1): 

 (1) 

 

Where Egrid (t), represents the electrical energy imported from the grid; ELoad (t), is the 

total demand; EPV (t), is the energy contributed by the photovoltaic generation, and Ebat 

(t), is the stored energy in the storage system. 

3. System modelling and energy management system 

)()()()( tbattPVtloadtgrid EEEE 



  

 
Fig. 2. LV distribution network model adapted from [9] 

3.1. LV distribution system 

A low voltage distribution network (LV) representative of a real European electrical 

system, proposed by CIGRE, was simulated with Simulink. The network comprises 

three load feeders: residential, industrial and commercial. However, the present study 

was developed on the residential branch of Fig. 2 where it has been installed the 

PV+BESS assemblies at the domestic level. The detailed information of the distribution 

system is shown in [9]. 

3.2. Demand Characterization 

The selected demand profile is based on average annual energy consumption of 3370 

kWh/year [18], for a typical house in the Basque Country. The annual normalised 

profile applicable to consumers with an installed electrical power lower than 10 kW 

according to regulation [19] was taken as a reference, to determine the behaviour of the 

demand. Because load varies by a considerable amount throughout the year, it was 

taken as a reference, the normalised load data between January and July [19] multiplied 

by the average energy consumption to represent the typical in winter and summer 

seasons. This evaluation was conducted by using a boxplot
1
 representation to show the 

hourly variation per day of such power demand for January and July as shown in Fig. 

3.a and b. Both months exhibit significant variability in the second quartile group of 

data during the first hours of the morning until noon, as well as after mid-afternoon until 

midnight by cause of the changes of people routines; some slight variations are 

perceived during the early morning due to the low human activity. 

                                                             
1 Boxplot: The median marks the midpoint of the data and is represented by the line that divides the box into two 

parts. The box represents the middle 50% of scores for the group in an upper and lower bound which is referred to as 

the inter-quartile range. The upper and lower lines are known as whiskers, and those represent scores outside the 
middle 50%. Extreme data points are known as outliers and are represented by + signs. 



  

 
Fig. 3. a) Statistical hourly data of demand profile for winter scenario for a typical user in the Basque 

Country, b) Statistical hourly data of demand profile for summer scenario for a typical user in the Basque 

Country; both profiles are based on the data extracted from [19] for January and July, respectively. 

In this way, the median of the hourly demand for the winter and summer scenarios was 

extracted, evaluated in a 1-minute integration step, to observe in detail the instantaneous 

load variations. For this, the trigonometric interpolation method was used, due to the 

high degree of precision [20], and the direct application of the discrete Fourier 

transform (DFT) on the sampled data at specific time intervals.  

Thus, applying the DFT to the data of the median of the hourly demand for winter and 

summer (Fig. 3.a and b), analysed from [19], we obtain a trigonometric polynomial of 

2x11 terms of cosine and sine for each scenario of demand. 

Table 2 

Load parameters for the LV network model 

Node PSummer [kW] PWinter [kW] Nusers PF 

R11 11.09 14.37 22 0.95 

R15 38.32 49.65 76 0.95 

R16 40.34 52.27 80 0.95 

R17 25.72 33.32 51 0.95 

R18 34.29 44.43 68 0.95 

 

On the other hand, Table 2 shows the coincident peak power values for the summer and 

winter demand of the set of users in each loading node, according to [9]. These are the 

result of scaling the median of the load curve of Fig. 3.a, and b on each node of the 

network. Note that these powers are the result of having applied the coincidence factor 

defined in (2). 



  

 (2) 

 

From the power factor defined in Table 2, and the instantaneous active power value of 

each load profile in every node (Pload), the reactive power of the load (Qload) for such 

instant is calculated from (3), considering the power factor (pf). The above will allow 

quantifying the magnitude of the current for each node, according to (4), as a function 

of the apparent power (Sload) and the positive sequence voltage (V1) at the point of 

common coupling (PCC) as defined in (5). 

1
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Pload
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1load
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3

1
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3.3. PV system model and meteorological data 

Classical approaches result in reasonable approximations of the expected parameters 

such as the maximum power point voltage and the maximum power point current to 

calculates the PV power as presented in Ref. [4]. Taking this into account, the hourly 

output power of the photovoltaic generator, PPV, can be evaluated through (6) 

considering an area of PV modules, APV, with a global irradiance GGlobal (W/m
2
), and 

taking into account that the efficiency of the installation, ηPV, decreases due to the 

degradation of the PV modules [6]. 

GlobalPVPV GAP PV  (6) 

So that the required surface of the PV system for a peak power under standard 

conditions, PSTC (i.e., the nominal power of the PV array as shown in Table 6), is 

determined according to the module efficiency, ηpanel, and to the irradiance under 

standard conditions, GSTC (1 kW/m
2
). The above is formulated in (7). 

STCpanel

STC

G

P
A





PV  (7) 

According to [11], the overall efficiency of the PV system depends on the reference 

efficiency of the module, ηpanel, the efficiency of the power conditioner (up to 1 if the 

adjustment to the maximum power point tracking curve is perfect), ηpc, a factor that 

considers the decrease in efficiency due to the effect of temperature, ηtemp, and the 

efficiency of the inverter, ηinv, as defined in (8). 

invtemppcpanelPV    (8) 

On the other hand, the efficiency of the PV module decreases linearly concerning the 

condition of the reference temperature of 25°C, Tcell,ref [2], and is influenced by the 

efficiency coefficient of the module, β, which is assumed as a constant that varies from 

0.004 to 0.006 1/°C for the silicon cells [2], as specified in (9). 
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  refcellcelltemp TT ,1    (9) 

Where the temperature of the cell of the module, Tcell is determined in (10) from the 

ambient temperature, Tenvironment, and the normal operating cell temperature, NOCT; 

given in Celsius degree. 

Globalenviromentcell G
NOCT

TT 






 


800

20
 (10) 

The magnitude of the active power of each PV generator is obtained from the 

parameters contained in Table 4 and Table 6. It is also considered that the system 

operates with a unit power factor. On the other hand, the meteorological database in 

[21] for Bilbao city was used to extract the global irradiance and ambient temperature 

data. These data were used to evaluate statistically the hourly profile per day of the 

available solar resource and the ambient temperature associated with it, for January and 

June using a boxplot representation as displayed in Fig. 4.a and b along with Fig. 5.a 

and b, respectively. The median of the results of the data were used to test the PV model 

described in equations (6) to (10) for the winter and summer season. 

 
Fig. 4. a) Statistical daily profile of irradiance for winter scenario, b) Statistical daily profile of 

temperature for winter scenario; both profiles are based on the data extracted from [21] for January in 

Bilbao. 



  

 

Fig. 5. a) Statistical daily profile of irradiance for summer scenario, b) Statistical daily profile of 

temperature for winter scenario; both profiles are based on the data extracted from [21] for July in Bilbao. 

3.4. BESS model 

In Ref. [22] different mathematical models are presented that define the behaviour and 

performance of batteries. However, all these models analyse the batteries from their DC 

nature from a series of parameters, some of them quite complex to estimate. However, 

based on the criteria that affect the performance of the batteries, such as the state of 

charge (SOC), the depth of discharge (DOD) and the storage capacity (Ebat(t)), a model 

has been defined to evaluate the discrete dynamics of the battery according to [3, 30, 

34]. This model operates in a general manner based on these factors for regular lead-

acid [3] or Li-ion batteries [27, 28], seen in terms of power, energy and efficiency. 

Also, a bidirectional converter is necessary to condition the power during the charging 

and discharging process of the batteries. The efficiency of the converter, ηbat, inv, is 

assumed to be analogous for both processes. Pbat (t) is used to denote the power 

exchanged with the AC bus, when the converter and batteries are treated as a unit [3, 

13], which can be expressed from (11); where Pbat,ch(t) is the charge power and Pbat,dis(t) 

is the discharge power of the storage system over time, respectively.  

otherwise
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On the other hand, the SOC can be quantified from (12) and from the charge/discharge 

equations expressed from (13) to (15) based on the power interchange between sample 

times.  
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Thereby, in (12) the SOC will vary in each sample time interval (Δt) by the effect of the 

energy stored in the batteries at time t, Ebat(t+Δt), up to reach the nominal capacity of the 

system, 
max

batE .On the other side, in (13) the minimum energy capacity of the storage 

system,
min

batE , will be determined by the maximum depth of discharge, DOD, and 
max

batE

. This last parameter is directly taken as input for (14) along with the product of the 

Pbat,ch(t) and the converter efficiency in each sample time interval, Δt, to determine the 

energy charging to the battery at time t, Ebat,ch(t+Δt). Similarly, in (15) the ratio between 

the Pbat,ch(t) and the converter efficiency in each sample time interval, Δt, is subtracted 

from the last state of energy available in the battery at time t, Ebat(t), to calculate the 

energy discharged from the battery at time t, Ebat,dis(t+Δt). 

The model described above can be applied to different types of batteries because the 

battery is seen as a unit where is possible to manage the energy stored within certain 

limits that assured the well-performance of the element as a function of the power 

interchange and the efficiency of the converter used. However, this study is based on the 

implementation of lead-acid batteries, due to their technological maturity and associated 

low cost for applications in renewable balancing as analysed in [29]. In this sense, 

typical desired values for SOC in this kind of batteries should be between the limits of 

20% ≤ SOC ≤ 100%, so that the integrity of the battery is maintained [10, 29, 30, 34]. 

Therefore, for this study it is defined that the SOC bounds will be 30% ≤ SOC ≤ 100% 

of the capacity of the battery which correspond to a DOD of 70%. 

3.5. Energy management system algorithm 

In the present study, the system developed aims to satisfy the demand for hourly energy 

thanks to the energy produced by the PV system or the energy stored in the battery 

system. The connection to the network works as a source of backup power if the 

PV+BESS cannot fully satisfy the demand of the users. For this, it is necessary to use an 

algorithm that allows carrying out the control of charging and discharging process of the 

storage group to optimise the consumption and generation of the installation at the PCC. 

In this way, [14] proposes the activation of the storage system in the feeder from a 

threshold power, Pth, to optimise the operation of the system and mitigate the 

phenomena associated with conventional charging. For example, the BESS starts to 

charge as soon as the PV power surpasses the Pload, commonly at first hours in the 

morning, and stops at noon when the BESS will reach its SOCmax. This behaviour leads 

to deliver the energy excess to the grid. In this way, it is proposed to solve the modified 

function from [14] and express it as in (16) as an objective function which aim is the 

minimisation of the size of the battery system through the identification of the optimal 

value for the parameter αk. This parameter represents the proportion of the PV peak 



  

power of the system k, used to charge the storage system k. This parameter is comprised 

between 0 and 1. 
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(18) 

 

From the above, N represents the total number of PV systems in the feeder; 
min

,kbatP  and 

max

,kbatP  are the limit values of power to which the storage system k can be activated, and 

αk·PPV,k corresponds to the value of the power threshold, Pth, for each PV system 

operating. From (17), it is defined that the value of αk is common for the whole system 

in each simulation case, to homogenise the activation of the storage systems (Table 9). 

Once the value of Pth is determined, the battery system k stores the energy from the PV 

system k, charging it according to (19) which is the Pbat,ch(t) parameter of (14). 

thtkPVtkchbat PPP  )(,)(,,  (19) 

On the other hand, the magnitude of the discharge power of the storage system during 

peak time, Pbat,dis(t), is in function of the amount of power coming from the grid to be 

shaved. Therefore, it can be defined as a percentage of the demand over time from (20) 

to be evaluated in (15). The value of σ is an empirical parameter, based on the number 

of hours for which the set of batteries will reach its minimum charge value as shown in 

Table 9. 

)()(, tlaadtdisbat PP   (20) 

In accordance, it is defined that in every t, it must be fulfilled that the amount of energy 

of the battery bank, as well as the SOC, must be subject to the restrictions defined in 

(21) and (22). 

max

)(

min

battbatbat EEE   (21) 

max)(min SOCSOCSOC t   (22) 

According to (21) and (22), the maximum state of charge of the battery bank, SOCmax, 

will take the value of the nominal battery capacity, 
max

batE , and the minimum state of 

charge of the battery bank, SOCmin, will be determined by the maximum depth of 

discharge, DOD, expressed in (13). 

In this sense, as shown in Fig. 6 to Fig. 8, the battery control and activation algorithm 

embedding as a battery management algorithm for charging and discharging are shown:  



  

 

Fig. 6. Battery management algorithm 

 

Fig. 7. The proposed battery control algorithm for charging/discharging  

 

Fig. 8. The proposed BESS activation algorithm 

 

From Fig. 6 during the system operation in each time step, the Battery activation block 

supervises as inputs PPV(t), Pth, the current time and the activation time (Table 10) to 

enable the port connected to hook up the BESS to the grid. These variables are managed 

to the proposed BESS activation algorithm, either by Pth or activation time as shown in 

Fig. 8. At the same time, considering the BESS initial SOC, the State of Charge block 

evaluates the SOC of the battery pack according to the equations set (11) to (15). This 

SOC is the input to the Battery control block in which is contained the proposed battery 

control algorithm for charging and discharging.  

To better understand the operation of the battery control algorithm shows in Fig. 7, it 

has been divided into three blocks: 

1) Once calculated the SOC, in the first block three comparators (1.a, 1.b and 1.c) 

verify this parameter is between 30% and 50% and besides, that this is not 



  

greater than the SOCmax. The interval above represents the lower limit of 

discharge of the battery (SOCmin) and the average value at which the battery will 

be able to absorb enough energy to reach the SOCmax.  

 

2) Employing a sampling unit (1.e), every 15 minutes the SOC is sampled and 

stored to be compared (1.d) with any change in its magnitude when charging or 

discharging occur. Therefore, before any condition of Fig .8 are met, the initial 

SOC will be the current SOC being one the output of 1.a, 1.b, 1.f, 1.d and 1.h 

and zero from 1.c. Thus, the signal from 1.f will pass through the Logic selector 

A (1.g) to input S of the Logic manager (2.a) in the block 2, while the signal 

from 1.h is sent to input R. Hence, according to the last row of Table 3, 2.a will 

be in idle mode. Plus, the Memory unit (2.b) works as selection criterion for 

(1.g) to evaluate the changes in the input of (2.a) based on !Q ≥ 0.5. 

 

3) When the PPV(t) is higher than Pth, the BESS activation algorithm sends the 

connection signal to the Plug ports of the State of charge and Battery control 

blocks of Fig. 6 (i.e., also to the input two of Fig. 7). This means that 2.a 

operates according to the third row of Table 3, and the Charge mode port will 

enable the charging process because of the output of 3.a is true. This signal is 

sent it back to the State of charge block only to verify the condition of activation 

as shown in Fig. 6. The charging process continues as long as PPV(t) is higher 

than the threshold power. When PPV(t) is less than Pth, and the SOC has reached 

its maximum value or one close to it, the Logic manager receives a false and 

true command at inputs S and R, respectively as the second row of Table 3. This 

action tells 2.a to enables the discharging command making true the output of 

3.b and 3.c of block 3. However, the Discharge mode port will be activated only 

when the clock coincides the scheduled connection time of the storage system 

(Table 10), allowing to the signal passes through the input one of the Logic 

selector B (3.d). The discharging process will continue until SOC reaches its 

minimum value. The first-row case of Table 3 will occur during the change from 

charging mode to discharging mode keeping the previous state outputs Qn-1 and 

!Qn-1. 

Table 3 

Local manager for charging/discharging mode 

S R Q !Q Command 

0 0 Qn-1 !Qn-1 - 

0 1 0 1 Discharging 

1 0 1 0 Charging 

1 1 0 0 - 

 

4. Case study 

This section analyses the outcomes of the proposed BESS management algorithm by 

integrating it with the installation of a series of PV systems connected to a BESS group, 

distributing them in each of the five load nodes of the network of Fig. 2. Each 

configuration of the PV+BESS will allow evaluating the impact these systems on the 

voltage deviation and losses of the system. In this way, five use cases have been 



  

proposed for summer and winter scenario with the aim to find the minimum system 

losses possible and maximum voltage deviation in the last use case. This makes 

appropriate, due to each case corresponds to a particular increase in the percentage of 

the PV installed. I.e., by 23% [14], 50%, 75 %, 100% and 125% of the rated feeder 

capacity. From [23] is taken that the %PVintegration is in function of the PVinstalled power 

and their capacity factor (CF) as well as the feeder capacity, as expressed in (23). The 

rated feeder capacity has been considered as the capacity of the first line section on the 

LV side of the transformer, calculated by the technical specifications of [24], which 

corresponds to 285.45 kVA. The results for summer scenario are presented, as it is the 

one in which there is the most significant energy contribution from photovoltaic 

systems. The whole system has been modelled in MATLAB/Simulink making use of 

the quasi-static load flow calculation. Table 4 and Table 5 show the parameters used in 

the simulations. 

100% int 



capacity

installed
egration

Utility

PVCF
PV  (23) 

Table 4 

Key parameters of PV system model 

Parameter Value Reference 

ηpanel 0.14 [11] 

ηpc 0.95 [11, 12] 

ηinv 0.92 [11, 12] 

β 0.005/°C [2, 15] 

NOCT 47°C [11] 

Tcell,ref 25°C [11] 

 
Table 5 

Key parameters of BESS system model 

Parameter Value Reference 

ηbat,inv 0.92 [2, 30] 

SOCmin 30% [10, 30] 

SOCmax 100% [10, 30] 

DOD 70% - 

Δt 1 min - 

 

After calculating the PVinstalled for each use case, this power was distributed in each load 

node as shown in Table 6. The Ptotal of case 1 was distributed according to the case 

study presented in [14]. The power distribution for the remaining four cases was made 

taking into account the ratio between the PV power of each node and the total installed 

PV power for case 1 multiplied by the Ptotal of the last row of Table 6. For instance, for 

case 2 the PVinstalled for node R11 is 8.8/65.6 * 142.7 kWp and sequentially for the 

remaining nodes and cases. 

Table 6 

Rated PV installed capacity per node and total for each simulation case 

Node Case 1 (23%) Case 2 (50%) Case 3 (75%) Case 4 (100%) Case 5 (125%) 

R11 8.8 19.1 28.7 38.3 47.9 



  

R15 7.7 16.8 25.1 33.5 41.9 

R16 7.7 16.8 25.1 33.5 41.9 

R17 20.7 45.0 67.6 90.1 112.6 

R18 20.7 45.0 67.6 90.1 112.6 

Ptotal [kWp] 65.6 142.7 214.1 285.5 356.8 

 

From the simulations performed for the five cases, it was calculated that the capacity 

factor, CF, for this scenario was 0.54. In this way, from (23) the percentage of PV 

insertion was determined for each simulation case. These results are shown in Table 7. 

Table 7 

PV power generated per node according to %PVintegration 

Node 

Percentage of PV integration 

12% 27% 40% 54% 67% 

PPV [kWp] 

R11 4.71 10.22 15.36 20.49 25.63 

R15 4.12 8.99 13.43 17.92 22.42 

R16 4.12 8.99 13.43 17.92 22.42 

R17 11.08 24.08 36.17 48.21 60.25 

R18 11.08 24.08 36.17 48.21 60.25 

Ptotal [kWp] 35.11 76.36 114.56 152.75 190.97 

 

To define the energy capacity of each BESS the value of the Pth was found initially for 

case 1 from the identification of the coefficient α, by means of (16) to (18), to determine 

the charging power of the batteries, Pbat,ch(t). Moreover, the value of the coefficient σ 

was defined, adjusted to optimise the time of use of the batteries, and thus obtain the 

battery discharge power, Pbat,dis(t). 

Once these parameters were determined, the distribution of the energy capacity of the 

batteries, Ebat, was proposed in each loading node, as shown in Table 8. Based on this, 

the energy capacity of the batteries was scaled to different proportions in each node for 

the remaining cases of simulation, in such a way that values close to the SOCmax were 

reached during the charging process. 

Table 8 

Rated capacity of BESS per node and %PVintegration 

Node 

Percentage of PV integration 

12% 27% 40% 54% 67% 

Ebat [kWh] 

R11 20 40 40 50 62 

R15 18 36 36 45 54 

R16 18 36 36 45 54 

R17 40 80 80 108 136 

R18 40 80 80 108 136 

Ebat, total [kWh] 136 272 272 356 442 

 



  

As shown in Table 9, the value of the coefficient α increases its magnitude only up to 

40% of PV penetration, as the capacity of the PV generation system increases. 

However, it remains constant for the following percentages of penetration, in order to 

reduce the capacity of the storage system and maximise the period of discharge. That is 

why two values were set for the coefficient σ that met these requirements. 

Table 9 

Value of α and σ for each %PVintegration 
Percentage of PV 

integration 
α σ 

12% 0.26 0.08 

27% 0.3 0.1 

40% 0.32 0.1 

54% 0.32 0.1 

67% 0.32 0.1 

 

4.1. Technical losses 

Fig. 9 shows the evolution of the average losses for the summer scenario of the five 

simulation cases, respectively. The first result that demands attention is the shape of the 

graph. Losses begin to decrease as the PV integration index increases, until before its 

minimum level is reached. To demonstrate that the behaviour of the losses presents a U-

shaped trajectory, as studied in [23], an adjustment was made to the data of the 

simulated cases by means of a quadratic polynomial which was adapted as expected to 

the possible cases where the percentage of FV insertion will continue to increase, as 

seen in both views of Fig. 9. 

Thus, it is observed in view (b), that once the minimum value of losses is reached if the 

level of FV insertion continues to increase, then the losses will begin to increase 

marginally as well. Also, if the PV insertion level increases enough, the losses can be 

even more significant than without the connected PV+BESS. 

 



  

Fig. 9. a) Power system losses in summer scenario for the five integration cases of PV+BESS. b) 

Adjusting quadratic polynomial for losses. 

Likewise, for the two views of Fig. 9, in the last case of simulation, the average losses 

of the system approximate the minimum losses found by the polynomial adjustment 

made. This finding corroborates what is presented in [1], where the Fraunhofer Institute 

calculates that up to 66% more photovoltaic solar energy can be installed in a given 

area, in circumstances in which the peak of this generation is not exported to the grid. 

This scenario is possible, mainly when the solar power to the network is restricted, and 

the supply of the battery corresponds to the demand of the users. 

4.2. BESS operation with the energy management system algorithm 

As already mentioned, the BESS charging is a function of a threshold power value that 

depends on the α coefficient and the installed PV nominal power. Therefore, the 

activation time will be a function of the instant in which such value of Pth is exceeded. 

However, the activation of the storage system discharge can be controllable (Fig. 6 to 

Fig. 8). For this, it was proposed that the BESS of each node should operate according 

to the schedules presented in Table 10. The selection of such time intervals is because, 

with these, the optimum operation of the storage set occurs to reduce the technical 

losses of the system and to reduce the power contributed by the network, for a specific σ 

coefficient. 

Considering the above, in views (a) through (e) of Fig. 10, the SOCs are shown by the 

percentage of PV insertion and storage capacity, in the five load nodes, for the five 

cases of simulation in the summer scenario. The magnitude of the coefficient α varies 

for each simulation case. In this way, the charging process of the storage systems starts 

from 9:00 h and 10:00 h, as seen in views (a), (b) and (c). 

 
Fig. 10. SOC by %PVintegration and storage capacity on the load nodes 



  

Furthermore, it is observed that in all the simulation cases SOC values close to the 

maximum capacity are reached. This outcome means that the capacity of the storage 

systems was suitably sized to accumulate the energy coming from the PV generation 

with the obtained α coefficients. 

Table 10 

BESS activation time for discharging in summer scenario 

Node 
Hour of the day 

Summer 

R11 20:00 

R15 18:00 

R16 20:48 

R17 18:48 

R18 21:30 

 

Besides, storage systems are discharged at 30% capacity with the aim of not reduce the 

useful life of them by deep discharges. Also, it specifies that the start time of discharge 

corresponds to the content in Table 10, allowing the discharge of each BESS is not 

made suddenly but there is mutual support between each node, to optimise the use of 

battery capacity, and thus, cover most of the peak demand period. 

4.3. Resultant voltage and power profiles 

To examine the behaviour of the voltage profiles throughout the day for the different 

simulation cases the base case was taken as the reference without the insertion of the 

PV+BESS. Thus, the view (a) of Fig. 12 shows the RMS voltage level of all the nodes 

of the network, ordered according to the topology of the system, for a simulation period 

of 24-h. In node 15 at noon, the lowest voltage magnitude of the grid is presented, but it 

remains above the admissible 0.93 p.u. [25]. The earlier is because this node is not 

located equidistantly from the main feeder compared to the other four load nodes. 

Therefore, the voltage drop that is generated in the conductors is greater. Added to this 

such node represents the second largest load connected to the feeder. 

Likewise, the percentage of reduction of the average power imported from the network, 

%Preduction, has been evaluated, thanks to the connection of the PV+BESS according to 

(24). Where μPfinal, refers to the mean value of the power of the case k, and μPbase case, 

refers to the average power of the summer scenario. The results obtained are 

summarised in Table 11 for each study case. 
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Table 11 

Percentage reduction of the mean Pbase case for summer, compared to the mean Pfinal for all five cases of 

simulation 

%PVintegration 12% 27% 40% 54% 67% 

%Preduction  9.5% 20.5% 30.7% 40.1% 49.3% 

 



  

Taking into account the above, the results of the simulation cases 1 and 5 with the 

percentages of PV insertion and capacity of the corresponding BESS are presented 

below. 

 

4.4. Case 1 

Fig. 11 shows the apparent power decomposed in its real and reactive components. 

These profiles are the result of having integrated 12% of PV generation with a 136 kWh 

BESS. To show the variation of the active power of the system the demand profile of 

the base case has been drawn. Likewise, the generated PV power curve is presented, 

where it is indicated that the level of Pth from which the storage system begins to load. 

The shaded area in yellow represents the energy stored in the BESS. 

 
Fig. 11. Summer profiles for PF, PDemand, 12% PV, 136 kWh BESS with α=0.26 and σ=0.08. 

The red curve shows the profile of the discharge power from all the BESS, which along 

with the added PV power, reduce the contribution of the network by 9.5% respect to the 

base case. This result is because the storage systems reached SOCs close to the 

maximum, thanks to the fact that there was sufficient PV production. 

The above is reflected in the behaviour of the power factor, where it can be seen that as 

the generated PV power increases, this begins to depreciate to the point when the 

BESSs start charging. Subsequently, it increases as the demand grows and the BESSs 

charging continue. Then, it varies again in a range of not less than 0.938, when the 

storage systems begin to discharge. However, at the end of the simulation period, the 

power factor remains at a value lower than 0.95 because the BESS of the R18 node has 

not reached the SOCmin. The variation of the power factor is because both the PV system 

and the storage systems only produce active power, while the network continues to 

provide the same reactive power as the base case. 



  
 

Fig. 12. Voltage profile for base case (summer) 

 

Fig. 53. Voltage profile for case 1 (summer), 12% PV, 136 kWh BESS with α=0.26 and σ=0.08 

 

Fig. 14. Voltage profile for case 5 (summer), 67% PV, 442 kWh BESS with α=0.32 and σ=0.1 

In response to the variation of the demand profile, voltage profiles similarly vary as 

shown in Fig. 13. If this figure is compared with Fig. 12 of the base case, it is observed, 

for instance, that for the area marked in view (b), the voltage levels of nodes 8 through 

18 are now above 0.965 p.u. for approximately 16-h. Also, for node 15 the voltage is in 

the range of 0.957 p.u. for a similar time interval. 



  

4.5. Case 5 

Fig. 15 shows the apparent power decomposed in its real and reactive components. 

These profiles are the result of having integrated 67% of PV generation with a BESS of 

442 kWh. Likewise, the profiles of generated PV power and power delivered by the 

BESSs to all load nodes are shown. The PV generation shows that its production is 

higher than the energy demanded by the load. However, thanks to the storage systems 

connected to the network, the possible surplus of energy, corresponding to the area 

highlighted in yellow, is stored which means that more than 50% of the PV power is 

supplied to the load. In this way, after 18:00 h, the stored energy is dispatched with the 

purpose of reducing the level of demand towards the network, which results in the fact 

that, at the end of the simulation period, the active power level of the network has been 

reduced by 49.3% with respect to the base case. 

As in case 1, and in the subsequent ones, the network continues to provide the reactive 

power needed to maintain a power factor of 0.95. However, for this case, the magnitude 

of reactive power is higher than the active power by the power supplied from the PV 

systems, which causes the power factor to fall sharply to a value close to 0.6. However, 

it increases its value gradually when the BESSs start to charge, and it recovers again to 

values close to 0.95 when the PV production decreases, and the BESSs go into 

discharging mode. 

From the above, it can be drawn that users depend on the reactive power provided by 

the network, although the network operator cannot bill for this service. This effect has 

two consequences: first, users cannot become independent of the network until they 

overcome reliance on reactive power; second, the network operator must schedule the 

generation to provide reactive power, although residents do not pay for it to maintain 

the power factor close to 0.95. 

 

Fig. 15. Summer profiles for PF, PDemand, 67% PV, 442 kWh BESS with α=0.32 and σ=0.1 

Consequently, the variation of the voltage level in all the nodes of the network during 

the simulation period is shown in Fig. 14. In the view (a) of the same figure, the voltage 



  

level that predominates during the hours of high irradiance is in the range of 0.983 p.u. 

to 1 p.u. respect to the base case of Fig. 12. However, it falls below 0.983 p.u. during 

the discharge of the storage systems, but it remains above 0.957 p.u. This behaviour is 

because the amount of energy coming from the PV+BESS is considerable enough to 

modify the contribution to the demand profile. 

Having described the results obtained for cases 1 and 5, corresponding to the minimum 

and maximum percentage of PV insertion with storage, Fig. 16 shows the curves 

representing the maximum voltage deviation that exists between the nodes of the 

network in function of time, respect to the base case when the PV+BESS are connected, 

and its percentage of insertion is increased. These results were determined using the 

voltage deviation index, VDI, presented in [26] and expressed in (25); where 0

maxV  and 

0

minV  refer to the maximum and minimum voltage levels over time of the entire network, 

expressed in p.u., for the base case of both scenarios, while kVmax
 and 

kVmin  refer to the 

maximum and minimum voltage levels in the time of the whole network, expressed in 

p.u., for the case k. In this sense, positive values of VDI involve a flattening of the 

voltage profile, while negative values imply a wider voltage deviation. From this, it is 

clear that in both figures only positive values of VDI are appreciated, because, for all 

simulation cases, the voltage does not exceed the 1 p.u. 

 

Fig. 66. VDI in time resulting from the integration of PV+BESS for each simulation scenario 
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For example, for the maximum percentage of insertion, the maximum voltage deviation 

is reached for the hours of energy contribution of the PV system, oscillating above 

2.3%. Subsequently, this deviation decreases as the PV generation decreases, but 

increases again to 1.7% due to the action of the storage system. Finally, a second 

increase in the deviation is presented above 1.2%, due to the operation of the storage 

system of the node R18. 



  

In this way, it is possible to show, as a guide, the behaviour of the voltage as a function 

of time over the whole system, for the period of simulation evaluated, and thus 

determine if the integrated generation-storage systems represent a benefit or harm to the 

network. 

5. Conclusion and future work 

The model developed for the storage system based on the limit operation of lead-acid 

batteries can be used to evaluate the behaviour of any electrochemical storage 

technology, because what varies are the parameters of the element behind the power 

converter. 

The implemented strategy of control and management of the BESS improves the 

traditional way of controlling this type of systems in networks with installed PV 

systems, where the charge of the batteries is activated according to an optimised power 

threshold, instead of PPV>PLoad. Likewise, this strategy allows to reduce the technical 

losses of the distribution system and to improve the behaviour of the voltage in the 

nodes at the end of the feeder, in comparison with the scenario without BESS+PV. 

It was demonstrated that a high insertion of PV generation, even with storage, in the 

nodes where the demand is concentrated, pose challenges to the electrical infrastructure 

with radial topology. Because the mode of injection of energy from this type of 

technologies generates the conditions to produce a low power factor and, therefore, 

results in low active power demands as seen in this work. Also, the network operator 

must program and provide the reactive power necessary to maintain the balance of the 

system, even if the user is not billed. 

As future work, the battery model, as well as the PV model, will be tested in an HIL 

simulation to validate its behaviour integrating the proposed BESS management 

algorithm. Moreover, studies on the BESS that consider weak grid dynamics including 

the integration of the EV and other renewable energy sources will be carried on. 
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Highlights 

1. The demand is evaluated by the trigonometric interpolation method. 

2. A suitable control strategy optimised the BESS charging/discharging process. 

3. Users depend strongly on the network reactive power. 

4. Voltage and losses magnitude improve by PV+BESS penetration level. 

 


